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NASA MINDS ChiliHouse – Lunar Gardener



Computational Immunology

Or… How to Build a Scalable Immune System

Melanie Moses BCLab



Machine 
Learning

Melanie Moses BCLab
All these projects involved CARC computations.



Topics

• What is machine learning anyway?
• Why should you care?
• Why CARC?

• An Example ML Run at CARC, Monitoring GPU usage
(and a case for Jupyter Notebooks)



Just from today’s talks…

• Jeremy Hogeveen (Neural Networks)
• Susan Atlas (Neural Networks)
• Sam McKenzie (K-means clustering)
• Tameem Talbash (Neural Networks)
• And more …
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But the GPUs on our Machine Learning Cluster are often idle.

We need CARC ML users to capitalize on those GPUs.

Good for you! Lot’s of free GPU resources!



Herbert Simon

• “Learning is any process by which a 
system improves performance from 
experience”

• “Machine learning is concerned with 
computer programs that automatically 
improve their performance through 
experience”

• Professor of Psychology and Computer Science at Carnegie 
Mellon. Turing award and Nobel winner.



Regression is
Machine 
Learning



Procedure Driven 
vs Data Driven

• Procedural 
programming requires 
an explicit 
understanding of the 
steps that map input 
to output.



Procedure Driven vs Data Driven

• A data driven program 
maps input to output 
based on lots of example 
inputs and outputs.

• B.F. Skinner 1940s, 
Psychologist “Operant 
Conditioning”

• Pigeon trained to classify 
visual input.

• Food as reward



Neural 
Networks

• First Perceptron created in 
1958 by psychologist Frank 
Rosenblatt

• Seen here with a Mark I neural 
network.

• Rosenblatt referenced Skinner’s 
work in several of his papers.



Multi-Layer Perceptron



Multi-Layer Perceptron



3 Category (red green blue) Classifier of data with 2 features (x,y position)



Why Does it Matter

•Machine learning allows us to “solve” 
(approximate) problems that we cannot 
solve analytically.



https://lme.tf.fau.de/pattern-recognition-blog/artificial-intelligence-a-bitter-
sweet-symphony-in-modelling/

THE ML POPULARITY CYCLE



Current Upswing

$1.809 Trillion

$650 Billion



Current Upswing

$1.809 Trillion

$650 Billion
reCAPTCHA is a free Google service

BIG DATA



Convolutional Neural Networks (CNNs) for 
Image Classification. 

Allows the network itself to
• Detect Edges
• Sharpen
• Blur
• Rotate

And generally, remove extraneous information and focus
on the things that help it classify.





Hardware that’s Good at Matrix Multiplication 

ML has become so important that it is driving GPU and CPU architectures.
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The Good and the Bad and the Surprising
• Being able to train machine learning models from vast datasets has 

some great applications:
• But the model trained depends entirely on the data used to train it.



The surprising: 
2016



: 
2017



‘The game has changed.' AI triumphs at solving protein 
structures
In milestone, software predictions finally match structures 
calculated from experimental data – Science Magazine

The Good

CARC Alphafold users: - Cristian Bologa - Melanie Moses
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The Bad

• Machine learning has been applied to
• Mortgage Approval
• Parole Hearings in New Mexico
• Google hiring and promotion

• The input data is the history of parole, 
mortgage decisions, and hiring. 
• See the problem? 

•
Xiaolin, Wu, and X. Zhang. "Automated Inference on 
Criminality using Face Images." CoRR.–2016 (2016).



The Bad

• Machine learning has been applied to
• Mortgage Approval
• Parole Hearings in New Mexico
• Google hiring and promotion

• The input data is the history of parole, 
mortgage decisions, and hiring. 
• See the problem? 

• These models all learned to associate 
gender and race with the outcome.

Xiaolin, Wu, and X. Zhang. "Automated Inference on 
Criminality using Face Images." CoRR.–2016 (2016).



Melanie MosesCris Moore



ML for CoVID Spike Modelling – GOOD! Inferring Criminality from Appearance – BAD!



Why CARC?
• As we have seen, machine learning depends 

on data. To process all that data one needs 
significant computational resources. 

• CARC has those resources.

• ML has become so important that it is driving 
GPU and CPU architectures.

• K40s, v100s, a100 Nvidia GPUs. 
• Avx512 CPUs on Hopper.
• Large memory nodes – 1 TB and 3 TB RAM 

nodes



Xena Cluster

*Susan Atlas

mfricke@xena:~ $ qgrok
queues free busy offline jobs nodes CPUs
----- ----- ----- ----- ----- ----- -----
singleGPU 11 12 0 12 23 368
dualGPU 3 1 0 1 4 64
bigmem-1TB 1 1 0 2 2 128
bigmem-3TB 1 1 0 1 2 128
debug 1 0 0 0 1 16
systems 1 0 0 0 1 16
totals: 18 15 0 16 33 720

x32



Machine Learning QuickByte Tutorials

Http://carc.unm.edu



https://xena.alliance.unm.edu:8000

https://xena.alliance.unm.edu:8000/


Xena23 GPU0 Utilization

http://xena.alliance.unm.edu/ganglia

http://xena.alliance.unm.edu/ganglia


Happy Hour!

Please come to my open office hours!

Send email to help@carc.unm.edu


